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Neuronale Netze Informationen

(feedforward calculation and code) <https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example/>

(additional explaination calculation) https://www.youtube.com/watch?v=eOtGPlAS6Yg&t=364s

(playground for Neural Network) https://playground.tensorflow.org/

(different Types) https://www.knowledgehut.com/blog/data-science/types-of-neural-networks

(example of reading letters) http://neuralnetworksanddeeplearning.com/chap1.html